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Abstract
We applied the meta-analysis technique to synthesize the achievement effects of computer-assisted reading programs in four WWC topic areas: Adolescent Literacy, Beginning Reading (BR), Early Childhood Education, and English Language Learners. As the effects of computer-assisted programs appear most promising in the Beginning Reading topic area, we proceeded to apply meta-analysis to the entire topic area to assess how program type, sample size and other methodological factors associated with the studies mediate the effects of reading programs. Data from the WWC intervention reports demonstrate that using computer-assisted reading programs in elementary school classrooms can result in modest learning gains. However, after controlling for other study characteristics, these effects appear smaller than effects achieved by non-computer-assisted interventions. Whether sample size in evaluations is large or small and whether these evaluations use “business-as-usual” or another intervention as counterfactual are also important factors for understanding differences in effect sizes. 

Study Objective and Framework

Computers are becoming more common in schools than ever before. Virtually every school in the United States is now connected to the Internet (Wells et al., 2006). Entire states are implementing laptop programs. In this technology-rich environment, it is more important than ever to document ways that technology can enhance the learning. 

Computer-assisted learning programs have become increasingly popular as an alternative to the traditional teacher/student interaction intervention on improving student performance on various topics. Computer-assisted learning programs are often promoted as a means to respond to low-level student performance, particularly in urban and diverse school settings. Many schools and school districts adopt such programs to address their students' needs. As a result, there has been an increase in the number of individual research that assesses the effects of computer-based learning and the systematic reviews on these studies (Waxman et al., 2003; Lipsey & Wilson, 1993; Ryan, 1991; Liao & Bright, 1991; Kulik and Kulik, 1991). Generally, research syntheses found a positive association between software use and student achievement (e.g., Kulik & Kulik, 1991; Fletcher-Flinn & Gravatt, 1995; Ryan, 1991). Other researchers have questioned the validity of this research, and subsequent individual studies of the effectiveness of computer-assisted programs have been criticized for their methodological limitations (Clark, 1994; Healy, 1998; Cuban, 2001). 
Using studies rigorously reviewed by the What’s Work Clearinghouse, the current study performs a synthesis of the computer-assisted research evaluations conducted over the last twenty years. More specifically, we applied the meta-analysis technique to answer the following questions:

(1) Does the evidence in WWC intervention reports indicate that computer-assisted programs increase student reading achievement?                                                                                           (2) Are computer-assisted reading programs more effective than non-computer-assisted reading programs in improving student reading achievement? 

The current study employs Hedges’ type of meta-analysis as an overarching method for integrating a large collection of results from individual reading studies into indicators of program effectiveness (Hedges & Olkin, 1985).
Data sources

Evaluations of reading interventions for children and adolescents constitute data source for the present assessment. All studies included in the meta-analysis have been reviewed by the What Works Clearinghouse (WWC). 

WWC is an U.S. Department of Education’s Institute of Education Sciences (IES) initiative created in 2002 to serve as a “central and trusted source of scientific evidence for what works in education.” To attain this mission, WWC has established a systemic framework in searching, selecting, assessing, classifying, and reporting research studies. 

 A tenant of this WWC framework is to fully assess studies that report quantitative outcomes generated from one of the following research designs: randomized control trial, quasi-experimental design (with statistical controls for pretest and/or a comparison group matched on pretest), or regression discontinuity. For studies that were fully assessed, WWC intervention reports provide detail information about these studies such as study characteristics, sample size, outcome characteristics, and outcome measures including effect sizes and standard deviations. The scope of our analysis covers the WWC reports on the effectiveness of educational interventions published by the spring of 2012 in the content area of Reading. Studies included into the current meta-analyses were filtered from thousand of evaluations conducted mostly in US but also in Australia, Canada, New Zealand, and the UK. 
Methods

Meta-analysis is a statistical technique that summarizes quantitative measures across similar studies. Key data needed for providing a ‘synthesized’ summary of the outcome measure is the reporting of the effect size, standard deviation, and sample size by the study of interest, information that are routinely provided by WWC on their fully assessed research studies. 

The ultimate goal of a meta-analysis is to be able to state whether, on average, from the individual research studies being reviewed, that the intervention of interest accounts for a large enough effect size. Effect size in a research study, in turn, is usually expressed as the difference in the outcome between a control and an experimental group standardized by its standard deviation. Using a standardization method, meta-analysis allows user to aggregate effect sizes across different individual studies to arrive at the “average” effect. 

The present evaluation of reading programs is based on measures of reading achievement as outcome indicators. More specifically, these outcomes encompass reading domains of alphabetics, reading fluency, comprehension, and general reading achievement (as described in WWC topic area review protocols).

Meta-analysis generally proceeds in several identifiable steps and includes data collection or the literature search, data evaluation, analysis and interpretation, and synthesis of the findings and characteristics of the studies. WWC conducted literature search, data collection, coding of studies, and individual effect size calculations.
 We synthesized data across intervention reports, and performed the following types of data analyses for present evaluation:
(1) For each study included in our review, an independent set of effect sizes were extracted, weighted, and then aggregated through the weighted average effect size (WES) approach (documented in appendix A). Using the combined effect size extracted from each study, an overall effect size was calculated and tested for statistical significance. 

(2) We used the Q-statistic (Hedges & Olkin, 1985) to investigate heterogeneity of the effect sizes. Our decision of using random effect model to estimate the confidence interval is informed by the results from the Q-statistic testing. In general, random effect models are more conservative because they result in wider confidence intervals than the fixed-effects model (Borenstein et al., 2009).                                                                                                    (3) To examine our first question, do children exposed to the computer-assisted programs have greater gains in literacy skills than children in comparison groups, we synthesized data across intervention reports for the four WWC topic areas: Adolescent Literacy, Beginning Reading, English Language Learners, and Early Childhood Education. To answer the second question, we proceeded to apply meta-analysis to all interventions reviewed and released by Beginning Reading topic area (grades K-3) by spring 2012. In addition, for the second meta-analysis, six predictors of program effectiveness were also analyzed: (a) population characteristics, (b) evaluation design, (c) sample size, (d) outcome domain, (e) type of control group, and (f) program type (computer-assisted programs vs. mix of other reading programs reviewed by WWC BR topic area
). We applied two approaches to model between-study variance: an analog to the analysis of variance (Hedges, 1982) and a modified weighted multiple regression (Hedges and Olkin 1985). The former handles categorical independent variables and is similar to one-way analysis of variance (ANOVA). The latter deals with continuous or dichotomous independent variables and can model multiple independent variables in a single analysis. 

Results

Effects of computer-assisted reading programs across four WWC topic areas 
To address our first research question, a meta-analysis was performed to synthesize existing WWC-reviewed research that assesses the effects of computer-assisted interventions on students' reading achievement. We synthesized the outcome measures of 73 studies that evaluated 22 computer-assisted interventions with a total sample size of over 30,000 participants in four WWC topic areas – Adolescent Literacy, Beginning Reading, Early Childhood Education, and English Language Learners – by a random effect model.

Table 1. Number of studies
, interventions and WWC topic areas reviewed.

	WWC Topic Area
	Intervention
	Number of studies

	Adolescent  Literacy
	Accelerated Reader
	5

	 
	Fast ForWord®
	8

	 
	Read 180 
	14

	 
	Reading Plus®
	1

	 
	SuccessMaker®
	3

	Beginning Reading
	Accelerated Reader/Reading Renaissance
	2

	 
	Auditory Discrimination in Depth®
	2

	 
	DaisyQuest
	6

	 
	Earobics
	4

	 
	Failure Free Reading
	1

	 
	Fast ForWord®
	6

	 
	Lexia Reading
	5

	 
	Read Naturally
	3

	 
	Read, Write & Type!™
	1

	 
	Voyager Universal Literacy System® 
	2

	 
	Waterford Early Reading Program
	1

	English Language
	Fast ForWord® Language
	2

	Learners
	Read Naturally
	1

	Early Childhood 
	DaisyQuest
	1

	Education
	Ready, Set, Leap!®
	2

	 
	Waterford Early Reading Level One™
	1

	 
	Words and Concepts
	2

	Total
	22
	73


Table 1 lists all computer-assisted interventions included in this meta-analysis which encompass reading software products (such as Accelerated Reader and SuccessMaker) and programs that combine a mix of computer activities and traditional curriculum elements (such as Read 180 and Voyager). 

Table 2. Counts of students in the control group, experimental groups and the number of effect sizes of the studies reviewed

	Type of Program
	Number of students


	Number 

of effect sizes

	 
	total
	intervention 
	control
	

	Adolescent Literacy
	26970
	12717
	14253
	59

	Beginning Reading
	2636
	1339
	1297
	151

	Early Childhood Education
	910
	447
	463
	39

	English Language Learners
	308
	173
	135
	6

	Total 
	30824
	14676
	16148
	255


Table 2 shows descriptive statistics by topic area used for this meta-analysis. The weighted average effect sizes are summarized in Table 3 by the four WWC topic areas.  Consistent with the WWC practice, an effect size of 0.25 is considered as substantial (or substantively important). 
 
Table 3. Computer-assisted programs: Random effect model

	WWC Topic Area
	Number of Studies
	Weighted Effect Size 
	Standard                Error
	Lower Confidence Interval
	Upper Confidence Interval
	Z-value
	P-value

	Adolescent Literacy
	31
	0.13
	0.03
	0.07
	0.18
	4.56
	0.00

	Beginning Reading
	33
	0.28
	0.06
	0.16
	0.40
	4.71
	0.00

	Early Childhood Education
	6
	0.12
	0.07
	-0.01
	0.25
	1.74
	0.14

	English Language Learners
	3
	0.30
	0.27
	-0.23
	0.83
	1.11
	0.38


Based on the 151 unweighted mean effect sizes for Beginning Reading computer-assisted programs, an overall weighted effect size was computed. On the basis of the overall weighted average of effects size, we  conclude that the range of  11 computer-assisted programs used to ameliorate the reading performance of elementary school students is modestly effective in Beginning Reading topic area and substantively important according to WWC criteria (i.e., effect size is greater than 0.25). As Table 3 shows, the average intervention effect for the 33 BR computer-assisted studies is  0.28, and could be as large as 0.40 or as small as 0.16. In other words, the average youth participating in one of the Beginning Reading computer-assisted programs scored 0.28 of a standard deviation higher in a favorable direction on an all reading outcome measures than did the average youth who did not participate in the computer-assisted programs. The weighted effect size of 0.28 is also in line with the median of recent meta-analyses in the area of instructional technology in education (Waxman 2003, with a weighted effect size of 0.21).                                                                                                     For Adolescent Literacy, the effect size spanned across five programs is not trivial (0.13) and statistically significant. It should be noted that Read 180, a major contributor of studies in the Adolescent Literacy topic area, combines a mix of computer activities and traditional curriculum elements (Slavin et al., 2008). For English Language Learners, which analyzed FastForWord and Read Naturally programs, effect size is moderate (0.30), but not statistically significant (p=0.38). For Early Childhood Education, the effect size though non-trivial (0.12) is not statistically significant. Obviously, this could be because of the limited number of studies included in meta-analysis for the last two topic areas. 
Comparing the effects of computer-assisted programs with non-computer-assisted programs in the topic area of Beginning Reading 

As Beginning Reading has the largest number of studies and pronounced impact, we now focus on assessing the impact of computer-assisted interventions within this topic area. For intervention reports, Beginning Reading focused on replicable programs or products for students in the early elementary settings (that is, grades K–3) which intended to increase skills in alphabetics, reading fluency, comprehension, or general reading achievement. Along with 11 literacy software programs (shown in table 1), these programs also include core reading curricula, programs, or products to be used as supplements to other reading instruction (such as tutoring programs CPWT and PALS) and whole-school reforms (Success for All, see table 4).

Table 4. Beginning Reading: Non-computer-assisted programs

	Program type
	Intervention
	Number of                    studies

	Non-Computer-Assisted  
	Cooperative Integrated Reading                                  and Composition©
	2

	Programs
	Corrective Reading
	1

	 
	Classwide Peer Tutoring© (CWPT)
	1

	 
	Early Intervention in Reading (EIR)®
	1

	 
	Fluency Formula™
	1

	 
	Kaplan Spell, Read, PAT
	2

	 
	Ladders to Literacy
	3

	 
	Little Books
	3

	 
	Peer-Assisted Learning Strategies (PALS)©
	5

	 
	Reading Recovery®
	5

	 
	Sound Partners
	7

	 
	Success for All
	12

	 
	Start Making a Reader Today® (SMART®)
	1

	 
	Stepping Stones to Literacy
	2

	 
	Wilson Reading
	1

	Total
	15
	47


Within the Beginning Reading topic area, we applied the meta-analysis technique to compare the effectiveness of computer-assisted interventions with other non-computer-assisted reading interventions. We calculated summary outcomes synthesized from 33 studies that evaluated 11 computer-assisted interventions and compared that to outcomes derived from 47 studies that evaluated 15 non-computer-assisted reading interventions. The number of participants in these studies was over 2,600 and about 7,600 respectively (see Table 5). 

Table 5. Beginning Reading: Counts of students in the control group, experimental groups and the number of effect sizes of the studies reviewed

	      Type of Program
	           Number of students 
	Number 

	
	total
	intervention
	control
	of effect sizes

	Computer-Assisted  Programs
	2636
	1339
	1297
	151

	Non-Computer-Assisted Programs
	7591
	4042
	3549
	174

	Total Beginning Reading
	10227
	5381
	4846
	325


Based on the 325 unweighted mean effect sizes for Beginning Reading programs, overall, interventions in the area of BR have an (weighted) average effect size of 0.35. This average effect size was greater than 0, Z = 10.65, p < .000. The standard error of the weighted effect size was 0.03. This standard error was employed to calculate a 95% confidence interval for the average weighted effect size. The calculation resulted in a confidence interval of 0.29 to 0.42. Thus, making no distinctions among effects based on methodology, type of program, population, outcomes, or measurement characteristics, the average child participating in one of the beginning reading programs included in the present meta-analysis scored approximately one third of a standard deviation higher in a favorable direction on outcome measures than did the average child without participation in one of these programs. The magnitude of the overall effect is fairly consistent with those reported in the previous meta-analytical studies on computer-based programs (Waxman et al., 2003). Note that although effects for both types of programs would be considered educationally meaningful (0.28 and 0.39, Table 6), the non-computer-assisted reading  interventions “outperformed” computer-assisted interventions by 0.11 standard deviation (the difference is not statistically significant though, p>0.05).

Table 6.  Beginning Reading topic area: Random Effect model
	Type of Program 
	Number of Studies
	Weighted Effect Size
	Standard                Error
	Lower Confidence Interval
	Upper Confidence Interval
	Z-value
	P-value

	Computer-assisted programs
	33
	0.28
	0.06
	0.16
	0.40
	4.71
	0.000

	Non-computer-assisted programs
	47
	0.39
	0.04
	0.32
	0.47
	9.84
	0.000

	Total Beginning Reading 
	80
	0.35
	0.03
	0.29
	0.42
	10.65
	0.000



Categorical Analysis of Study Characteristics and Effect Sizes  

We also conducted categorical analysis of variables (extracted from WWC intervention reports) to assess what study characteristics affect the average weighted effect size. We grouped effect sizes into mutually exclusive categories (groups) on the basis of an independent variable and also test the difference between the categories (along vertical lines of data in table 7). Columns labeled ”M”  in Table 7 show the average effects size for all 80 reading programs, for the 33 computer-assisted programs and for the 47 non-computer-assisted  programs respectively

 Rows in table 7 show the weighted effect size of each category in a study characteristic.

For example, for category of sample size in the first column, the group of 46 reading studies with small samples of students had the weighted effect size of 0.48, whereas 34 studies with large samples had the weighted effect size of 0.27. We conducted test of significance that compares the difference between 0.48 and 0.27. Results are statistically significant
 and indicated with a *. The five study characteristics are described as follow.                                                              
Table 7. Average effect sizes of the study characteristics
	
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	Study Characteristics
	 
	Overall
	 
	
	 
	Computer-assisted
	 
	
	 
	Non-computer-assisted
	 

	 
	n
	M
	SE
	 
	n
	M
	SE
	 
	n
	M
	SE

	
	
	
	
	
	
	
	
	
	
	
	

	Type of Populationa
	
	
	
	
	
	
	
	
	
	
	

	General
	30
	0.30
	0.05
	
	8
	0.22
	0.12
	
	22
	0.32
	0.05

	At Risk 
	54
	0.39
	0.04
	
	25
	0.30
	0.07
	
	29
	0.47
	0.05

	
	
	
	
	
	
	
	
	
	
	
	

	Evaluation Design
	
	
	
	
	
	
	
	
	
	
	

	Random
	46
	0.35
	0.05
	
	24
	0.34
	0.07
	
	22
	0.36
	0.06

	Non-Random
	34
	0.36
	0.05
	
	9
	0.15
	0.11
	
	25
	0.42
	0.05

	
	
	
	
	
	
	
	
	
	
	
	

	Sample Size
	
	
	
	
	
	
	
	
	
	
	

	Small
	46
	  0.48*
	0.05
	
	24
	  0.39*
	0.07
	
	22
	  0.56*
	0.06

	Large
	34
	0.27
	0.04
	
	9
	0.13
	0.09
	
	25
	0.31
	0.04

	
	
	
	
	
	
	
	
	
	
	
	

	Type of Control Group
	
	
	
	
	
	
	
	
	
	
	

	Business as usual
	68
	  0.39*
	0.04
	
	25
	0.31
	0.07
	
	43
	  0.42*
	0.04

	Treatment
	12
	0.17
	0.08
	
	8
	0.19
	0.12
	
	4
	0.14
	0.12

	
	
	
	
	
	
	
	
	
	
	
	

	Domainb
	
	
	
	
	
	
	
	
	
	
	

	Alphabetics                     
	57
	0.44
	0.04
	
	25
	  0.38*
	0.07
	
	32
	0.48
	0.05

	Fluency                         
	25
	0.36
	0.07
	
	6
	0.16
	0.15
	
	19
	0.42
	0.08

	Comprehension                   
	41
	0.16
	0.05
	
	13
	0.02
	0.09
	
	28
	0.22
	0.05

	General Reading
	22
	0.41
	0.06
	
	2
	  0.30*
	0.19
	
	20
	0.42
	0.06

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 


* p<.05                                                                                                                                                  a  Sum of programs is greater than 80 because some programs collected data for multiple subgroups.                                                                                                                                            b Sum is greater than 80 because programs collected data for multiple domains.
Population Characteristics                                                                                                          This category was divided for general student population and at-risk sample (which included struggling readers, economically disadvantaged children, etc.). Research has consistently demonstrated that as at-risk children advance through elementary school, their reading achievement scores fall behind national averages (Alexander, Entwisle & Olson, 2001; Cooper et al., 2000; US Department of Education, 2001). Although the positive effects for at-risk students are uniformly larger than effects for general population students for all samples of students, the differences are not statistically significant. Therefore, whether a study included in meta-analysis targeted struggling readers or aimed at general populations did not account for a significant amount of variation in effect sizes.                                                                                            Evaluation Design                                                                                                                           This variable was divided into two groups for studies that used random assignment (and “meet WWC standards”) and those that used quasi-experimental design (and received the WWC rating of “meet standards with reservations”
). Previous studies have shown that variation in study effect sizes is often associated with methodological variation among studies (Lipsey, 1992). Several meta-analysts have tried to compare the results from randomized experiments to those from quasi-experiments.  In psychotherapy studies and school-based drug prevention evaluations, the findings suggest that random assignment may make little difference to outcome (Smith et al, 1980; Tobler et al., 2000).                                                                                       Overall, the lack of random assignment does not seem to bias the studies in the current meta-analysis. The overall average means for random assignment versus nonrandom assignment differ by 0.01, and it is not significant. Still, it is necessary to control for characteristics of the methodology when examining the effects of variables of substantial interest, since methodology may confound these relationships.                                                                                                                   
Sample Size 

Sample size is a continuous variable that has been dichotomized for categorical analysis to facilitate comparison of mean levels of program effectiveness. Because weights are proportional to sample size, evaluations with weights at or below the median weight are defined as having small sample sizes, while those with weights above the median are defined as large. The median program size is 110 subjects across all studies included in this meta-analysis. Research has consistently demonstrated that small programs outperform large ones on major outcomes (Tobler et al., 2000). Table 7 shows that, overall, sample size is a robust predictor of effect size and small programs tend to be more effective than large programs. The average mean difference between small and large programs of 0.21 (p=0.01) indicates the success rate for the small programs is 10.5 percentage points above that of the large programs. In other words, the average youth participating in one of the small programs scored 1/5 of a standard deviation higher in a favorable direction on an all reading outcome measures than did the average youth who participated in one of the large programs. The magnitude and the direction of the results for the computer-assisted programs and other reading programs category are consistent with the overall results.               

Type of Control Group 

This category includes studies that use “business-as-usual” control group and studies that use another intervention program as counterfactual. Studies that use another intervention as counterfactual are naturally expected to produce smaller effects (than studies that use “business as usual” control group). This expectation is confirmed for the overall and non-computer-assisted reading programs, where difference in results is both substantial (0.22 and 0.28) and statistically significant (p<0.05).                                                                  

Reading Domain 

This variable divides effect sizes into groups according to four domains defined in the Beginning Reading review protocol: alphabetics (which includes outcomes in phonemic awareness, phonological awareness, letter recognition, print awareness and phonics), reading fluency, comprehension (vocabulary and reading comprehension), and general reading achievement.                                                                                                                                      Weighted mean effects for comprehension outcomes are shown to be smaller across all categories of programs. For computer-assisted programs, effects for comprehension outcomes were significantly lower than gains shown on alphabetics and general reading achievement. Also, effects for alphabetics were found higher than effects for reading fluency. There were no statistically significant differences among other comparisons of reading domains. 

Regression Analysis of Study Characteristics and Effect Sizes
The analog to the ANOVA presented above tests the ability of a single categorical variable to explain excess variability in a distribution of effect sizes. Regression analysis allows us to assess the degree to which a variety of independent variables (e.g., program size, evaluation design, control group, etc.) have effects on evaluation findings. We performed a modified weighted multiple regression that includes all the study characteristics (that contributed to Table 7 above) into a single analysis using the procedures developed by Lipsey and Wilson (2001) which adjusted the standard errors, confidence intervals, and significance tests for meta-analysis. The modified weighted least squares multiple regression analysis for random effects was performed using weighted effect size as the dependent measure and the moderator variables as predictors. Table 8 presents the results of the regression analysis.

Table 8.  Results of regression analysis for Beginning Reading programs: Random effect model
	 
	 
	 
	 
	   Upper

Confidence    
	 
	 

	Variable
	Coefficient
	Standard 

Error
	Lower

Confidence
	
	Z-statistic
	P-value

	 
	 
	 
	 Interval
	Interval 
	 
	 

	
	
	
	
	
	
	

	Constant
	0.70
	0.17
	0.38
	1.03
	4.26
	0.000

	Computer-Assisted 
	–0.14
	0.07
	–0.28
	–0.001
	–1.97
	0.049

	Program Size
	–0.13
	0.04
	–0.20
	–0.06
	–3.59
	0.000

	Evaluation Design
	–0.06
	0.07
	–0.19
	0.08
	–0.86
	0.393

	Control Group
	0.20
	0.09
	0.03
	0.38
	2.24
	0.025

	 
	 
	 
	 
	 
	 
	 


Note: Q (model)=20.86, df=4, p<0.000; Q(error)=79.64, df=75, p=0.335; Q (total)=100.51, df=79, p=0.052
To find difference in effect sizes between computer-assisted and non-computer-assisted  interventions, the reading intervention evaluated by a study is classified into one of these two groups, and this ‘dummy’ variable was included in the regression mode. Dummy variable coding, which specifies one category of the nominal variable as a reference group, against which the other category is tested, is often a very satisfactory procedure for testing differences between groups (McClendon 1994:215). The ‘computer-assisted’ category has been encoded as 1 and the “non-computer-assisted” category has been has been specified as a reference attribute (encoded as 0). The estimated dummy variable coefficient represents the difference in effect size between the computer-assisted interventions and the non-computer-assisted interventions. 

To see what accounts for the differences between the two types of programs, all covariates that contributed to categorical analyses were entered into the regression equation through a step-wise procedure. Type of population and reading domain variables fail to achieve statistical significance or improve overall fit of the model and were excluded from the equation. The final regression model (presented in Table 8) includes program size, evaluation design, and control group variables in addition to the dummy program type variable. 

Methodological characteristics, evaluation design and type of control group, were also represented by an indicator code (1, 0) in our analyses: Evaluation Design: 1= random assignment; 0= non-random assignment; Control group: 1=”business-as-usual”; 0= other intervention.
Program Size has been measured with the natural logarithm of the effect size weight. Using the logarithmic transformation produces a more normal distribution of weights, reduces the skewness, reduces the inordinate influence of the largest programs on the regression and yields a better fit for a linear model of effect size. Also, the interpretation of the regression coefficient as a change in effect size per order of magnitude of the program size is plausible (Tobler et al., 2000). 

For the estimation of the weighted regression model parameters, indices of goodness of fit were calculated (Hedges & Olkin, 1985), a Q due to the regression (model) and a Q error or residual (see Table 8). The regression model appears to fit well, comparison of QM =20.86 with the critical value indicates that the regression model is statistically significant (p=0.00) and explains significant variability across the effect sizes.
                                                                                          It is shown in Table 8 that three regression coefficients that substantially differ between the reference and attribute groups are also statistically significant. First, within the topic area of Beginning Reading, after controlling for other study characteristics, computer–assisted programs had a smaller impact than other non-computer-assisted  interventions (– 0.14, p =0.049). The difference is statistically significant. Thus, effect sizes vary considerably by type of program after statistically adjusting for measured characteristics of the methodology (evaluation design and type of control group) and program size.                                                                                 Second, consistent with categorical analyses, the model indicated that effect sizes produced by small programs evaluations were greater than those produced by large program evaluations. Studies with small sample sizes performed significantly better than studies with large sample sizes (p=0.00).The coefficient suggested that, after statistically taking into account the moderator variables, evaluations of small programs produced effect size estimates 0.13 greater than those produced by large evaluations. Also consistent with categorical analysis, studies that used business as usual control group found a larger impact than studies that used other treatment as counterfactual (0.20, p=0.025). 
Discussion

We believe that the results presented in this paper have implications for practitioners and policy makers. Investments in education have become an important national policy tool across the globe. With schools facing substantial costs of hardware and software, concerns naturally arise about the contribution of technology to students’ learning (Dynarsky et al., 2007). Research has consistently demonstrated a positive association between computer-assisted programs and student achievement (e.g., Kulik & Kulik, 1991; Fletcher-Flinn & Gravatt, 1995; Ryan, 1991). The present work appears to lend some support to the proposition that computer-assisted interventions in reading are effective. The results of this quantitative synthesis show a modest, positive effect of computer-based technology on elementary student reading outcomes. For example, the average effect for beginning reading computer-based programs is positive and substantively important (that is >0.25). Thus, findings from this study are consistent with research about the use of technology in education (e.g., Kulik & Kulik, 1991; Fletcher-Flinn & Gravatt, 1995; Ryan, 1991; Waxman 2003). However, for the Beginning Reading topic area (graders K-3), the effect appears smaller than the effect achieved by (traditional) non-computer-assisted reading programs. This new finding accentuates the current discussion about use of technology in classrooms by showing that non-computer-assisted interventions are as good and even better in achieving positive literacy outcomes for elementary school students. What gives it an additional weight is that it is based on the best currently available evidence of reading program effectiveness in English-speaking world. Since its inception in 2002, the What Works Clearinghouse covered enormous grounds and literally reviewed thousands of studies on effectiveness of reading programs implemented in the United States and other English-speaking developed countries over the last twenty years. 
 Obviously, some caution should be exercised before drawing conclusions. We do not suggest that schools and policymakers dismiss promising computer-assisted programs in favor of non-computer-assisted programs before knowing their potential effects. Although this review established the effectiveness of the traditional non-computer-assisted Beginning Reading programs for increasing achievement, important research issues remain. First, these include determining whether the types or characteristics of the reading interventions (both computer-assisted and the traditional non-computer-assisted) differentiate those programs that are more effective from those that are less effective. Second, the present meta-analysis, like most others, has several limitations.  It is inherently limited by the reporting detail and specific operationalizations tested in the existing evaluations (Banget-Drowns, 1997).  Although our analysis has identified some moderator variables, it has also yielded evidence of the presences of others that remain unidentified. This concern partially pertains to the limited number of coded variables that can be extracted from WWC intervention reports and corresponding study review guides. In addition, the WWC study review guide does not have the level of specificity that is needed to systematically code all of the characteristics that might affect reading outcomes, and organization that is needed to combine guides into a relational database (e.g., FileMaker Pro or Access) and handle hierarchical data for potential research synthesis. With more than 150 WWC evidence reports currently released and potentially about 400 completed study review guides soon to be available in public domain, the educational community will be better served by a database that lends itself directly to systematic review such as meta-analysis. 
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Appendix A. Statistical Treatment
The type of effect size employed here is that of mean difference in reading achievement between experimental and comparison groups, expressed in units of the standard deviation. Its statistical properties have been described in Hedges & Olkin (1985):

1) Effect size (Hedges’): 
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Here 
[image: image2.wmf]x

 represents the mean, n the sample size, and s the standard deviation of the experimental and comparison samples indicated respectively by subscripts E and C. Because it has been documented that this effect-size index tends to be upwardly biased when based on small sample sizes, Hedges’ (1981) correction was applied by multiplying the effect-size index by a factor of (1 - 3/[4N - 9]).
2) The precision (variance) of a sample effect size as an estimate of the population effect size is primarily a function of the size of the sample on which it is based; the inverse of the variance is referred to as the weight, while the process of assigning weights is referred to as weighting.

Effect size variance: 
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3) The meta-analytical synthesis proceeds by the computation of a weighted average effect size (WES), with weights proportional to the inverse variance.
  


Weighted average effect size and weight: 
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4) The summation is taken over the group of effect sizes to be synthesized, indexed by subscripts i or j. The variance of the WES is used for statistical inference, i.e., confidence intervals and tests of hypotheses:

Weighted average effect size variance:  
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5) Multiple Treatments. Some studies compare the effectiveness of more than one type of program. In these types of multiple-treatment studies where more than one treatment group is compared to a common control group, the respective effect sizes are not statistically independent. The use of a common control group results in less information being present than if independent controls were compared to each treatment. The effect size weights have been modified to take into account the statistical dependencies in an optimal manner (Tobler et al., 2000):
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In this formula ni is the ith treatment sample size, the average treatment sample size is 
[image: image7.wmf],

n

 d is the effect size, nc is the comparison group sample size, and p is the number of treatment groups.  (Note that p = 1 yields the usual weight formula.)

� Systematic review methodology (study evidence standards, selection criteria, search procedures, calculation of effect sizes) are documented in the WWC Procedures and Standards Handbook and topic area review protocols (which can be found at �HYPERLINK "http://ies.ed.gov/ncee/wwc"�http://ies.ed.gov/ncee/wwc�). 


� We refer to the first group as “computer-assisted” and the latter group as ”non-computer-assisted” and follow this naming convention in this paper.                                                         


� A study unit is a program administered to a particular group of students. For example, separate analyses for two cohorts of students described in a single report would be counted as two studies in this meta-analysis (Tobler et al., 2000). 


� Lipsey and Wilson’s (1993) review of meta-analyses concluded that educational treatment effects of modest values of even 0.10 to 0.20 should not be interpreted as trivial. 





� Caution in the interpretation of findings pertaining to the significance of individual predictors is certainly warranted, given the large number of tests involved and the associated potential for joint Type I error.


� This subgroup also includes randomized studies downgraded for identified flaws in research design.


� Although total Q is not statistically significant, p-value is only slightly larger than 0.05, hinting at the presences of other sources of variability that remain unidentified.                                                                                                                                       


� Fixed effects model weights each study by the inverse of the sampling variance. Random effects model weights each study by the inverse of the sampling variance plus a constant that represents the variability across the population effects (Lipsey & Wilson, 2001).
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